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ABSTRACT

Citations play pivotal role in indication of various aspects in sciefitifiature. The quantitative
citation analysis approach has been used over the decades to measumnpattiefactor of
journal, rank theresearchers and institutions, making of awards and Nobel prizes policies,
allocating research grants, discoveriegoling research topics etdn citation analysis
community, researchers have doubted the pure quantities citation analysis approach. They argued
that all citations are not of equal importance and the reason of citation should be considered
while counting it.Researchers havdentified different reasons of citations; some are used to
provide background knowledge, to critic the existing work, while some takes an idea from
existing schemes or uses the existing work Blfferent approachesave been proposett

classify these reasons antatically. In the recent pastesearchers have focused to divide the
citation reasons into two categories: (1) Important and (2)iMgortant rather than classifying

each reason individually. Important citations are thosehvhse or extend the existing work and
norrimportant citations are those which are used just to provide background knowledge. The
identification of important and neimportant citations can help in quantitative citation analysis
approaches via counting grthose citations which are important.

We have comprehensively studied more than 40 research articles on this topic and identified
research gap. In citation classification community, researches have proposed different techniques
relying on the content ohe articles. In case of exploiting the content of research articles there
should be an open access to articles to have their content. But the content is not freely available
most of the time; various journal publishers do not provide open access tatibkgs.aln such
scenarios, theris a need of somaltemative way to classify citation3.o address this issue, we

have proposed an approach to classify citations into two categories (1) Importan} Biod-(2
important by using freely available metadsteh as titles, ahors, keywords, references aide

have proposed different formulas to obt#ie ratio of similarity between metadataf paper

citation pairs The score against each formula is calculated and assigned as a feature for
supervised machinearning for a binary classifitian. The classification is performed by using
stateof-the-art classifiers which are being used in such researchswitegk SVM, KLR and
Random Forest classifiefwo benchmark datasets have been used for experimentef @ren

is taken from recent published paper Association for the Advancement of Artificial
Intelligence( t PAAAI G ard another one is collectdtbm Capital University of Science and
Technology(the i C U S T @ampute€Science Faculty membevge have ompared our results

with the content based approach andsystem achievennproved precision of 0.73
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Chapter 1
INTRODUCTION

"If | have seen furthethan othersit is by standingipon the shouldersf@iants'
- IssacNewton

1.1. BACKGROUND

Researchers always conduct research by relying on the legendary work of their eminent
predecssors in the field. The statemenijustified further byZiman (Ziman, 1968)indicating
thatiassci enti fic paper does not stand al oAe; it
reference is the acknowledgement that one document gives to another and citation is the
acknowledgement that one document receives from an@itemin, 1976) In the previous
century, Ziman(Ziman, 1968)narrated the significance of analyzing citations for various
research studiesle narrated that high frequency of citation count determines the significance
and popularity of the work. In citation analysis based approaches different authors have
correlated citation count with other achievements of researchers, sufh) #svards and Nobel
Prizes (Inhaber & Przednowek, 1976)2) Allocation of ResearchFunds (3) Institutional
Ranking (Anderson, Narin, & McAllister, 1978and (4) Peer ddgments(Smith & Eysenck,
2002) . The analysis of citations hawt even subsided irhé present century. In a report,
Wilsdon et al, (Wilsdon, et al., 2015)examinedhe role of citations to assess the qualityaof
research. The most recent study published by Benedictus €Baheditus, Miedema, &
Ferguson, 2016)analyzedthe role of citation quantity of in measuring the excellence of any
individual.

Now the question arises that why do researchers @ttecular work? The one dhe founder

of bibliometrics Garfield (Garfield 1965)discovered 15 reasons of citations, some of them are:
(1) providing background knowledge (2) criticizing the work (3) acknowledging the work (4)
disclaiming others works as their own work etc. After this study, various authors discovered
more facts behind citing a particular article. The identification of these reasons assisted the
researchers to critically scrutinize the quantitativatin (Gtation count) approach

In 1968, Ziman(Ziman, 1968) have critcized the usage of pure quantitative citation analysis
(citation count), they argued that many citations are given where author criticizes cited work and

the citations received due to criticism shoualat be given prime importand®onzi, 1982) In

14



1975, he study oMoravcsik& Murugesan(Moravcsik & Murugesan, 1975)evealed that 40%

of the citations are those which are received due to providing background knowledge or general
acknowledgementhts increasedhe doubts on citation couapproach. Continuing the branch
towards critical analysisf citation count, Teufel et al(Teufel, Siddharthan, & Tidhar, 20Q6)
argual that all citations are not of equal importance and the reason of citation should be
considerd while giving importance to.iBenedictus et al(Benedictus, Miedema, & Ferguson,
2016) arguel that quantity prevails quality, en citation count is considered to measure
excellence of any individual

A lot of researchers discovered different reasons of citations but the question aribesvthat
automatically differentiate between citations? The old citations annotation apgsoawmrk
manually by interviewing the citer, sometime after publication of artiolegcall why he cited

the work(Brooks, 1985)or interview the scholars at the time of writing the article that why they
are citing the partular work(Case & Higgins, 2000)in 1979, FinneyFinney, 1979)was the
first who suggested an idea 1in her master os
automatically. Various researckeadopted her idea to classify citations. 2000, the first
automated technique for citaticlassification was proposéy Garzone & Mercef(Garzone &
Mercer, 2000)They categorized citations into 35 categories and builie@8al matching rules.

This system takes article as input and then produces set of citations along with the corresponding
citation categoryHowever in literature, their work has been criticized due to propdangg
number ofcategories that cazonflict each othefRadoulov, 2008)

Recently, in citation classification community, researchers li@sesedon categorization of

only those reasons into different categories that can assist the reliability of citation count
approach. For this purpose, the first approach was proposed by ValeaeizaklgValenzuela,

Ha, & Etzioni, 2015)in which they classified citations into two reasons: (1) Important and (2)
Nonimportant. Important tations are those which adopt an idea from cited paper or have done
a similar work to the cited paper. The Aomportant citations are those which are used just to
provide some theory or background knowledge. They proposed twelve different features relying
on the content o the articles. Their dataset is based on 456 annotatedigadiperpairs. In this

thesis we will use the same dataset by proposing different features.
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1.2PROBLEM STATEMENT

The existing approaches that address the issue of classiftatigns are content dependent and
most of the time content is not freely available. Major journal publishers like, ACM, Springer,
IEEE, Elsevier etc. do not provide open access to their articles. On the other hand various kinds
of useful metadata such @ides, authors, keywords etc. are freely available. This has led us to
explore the answers of these two questions

1 Whether metadata of citations hold the potential in identifying important citations?

1 Which metadata parameters or combinations of metadatangters could achieve the

best accuracy?

1.3PURPOSE
The purpose of this thesis is the identification of importami norimportant citations by
exploiting freely available metadata of citations and references of the source Phper.
description of imprtant and nofimportant citation is described below:

1 Important: The citations whiclare using or extending the cited work.

1 Non-important: The citationgdone just to provide background knowledge.

1.4SCOPE

The scope of thesis is exploitation of papeations/references pairs to determine whether the
citation is important onon-importantcitation of the source papeiThe results of this study will

be immensely valuable in citation count appramoha couring only those citatios which are
actually important. ltwill assistthe researcher® have important research articles for their
literature survey. Moreover, the authors having relevant interests and current trends in particular

areascan also be discovered

1.5 APPLICATIONS OF PROPOSED SOLUTION
This research can assist in various fields such as:
1 Authors Ranking
1 Impact factor calculation

i Bibliometric studies
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1.6 DEFINITIONS , ACRONYMS, AND ABBREVIATIONS

=

= =2 4 A4 -4 A - -2

Association Of Computation&inguistics (ACL)

Association for the Advancement of Artificial Intelligen@eAAl)
Capital University of Science and Technology (CUST)
Support Vector Machine (SVM)

Random Forest (RF)

Kernel Logistic Regression (KLR)
PrecisionRecallF-measure(PRF)

Waikato Environment for Knowledge Analysis (WEKA)
Synthetic Minority Oversampling TechniquéSMOTE)

17


http://www.aaai.org/
https://www.google.com.pk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&ved=0ahUKEwiUtKLOudvRAhXFPRQKHVgKAcUQFggfMAI&url=https%3A%2F%2Fwww.jair.org%2Fmedia%2F953%2Flive-953-2037-jair.pdf&usg=AFQjCNGdcP-u3VG9cnA9_eCa7LU1LTFNdw&sig2=86B5ykHthfHrAKVspEPd9w&bvm=bv.144686652,bs.1,d.d24

Chapter 2

LITERATURE REVIEW

In scientific literature, citations plagaramount role in indication of various factors such as,
institutional ranking, peer judgments, authors ranking, impact factor of journal, research grants
etc. Generally, citation delineates a relationship between a part or the whole of the cited
documentand a part or the whole of the citing document. Citation analysieseia the area of
bibliometrics wherein analyses of such relationships are scrutif&®adth L. C., 1981)

The notion of harnessing citation count was pioneered by Gaffadfield, Sher, & Torpie,

1964) In 1964, Garfield et al(Garfield, Sher, & Torpie, 1964j)evealed existence of positive
corrdation between the Nobel Prize winner authors and the citation count of their articles.
Subsequently, different researchers correlated the citation count with the other achievements of
researchers such as: (1) Awards and Nobel Rhid@ber & Przednowek, 19762) Allocation

of research fundginhaber & Przednowek, 1976§3) Global ranking(Anderson, Narin, &
McAllister, 1978)and (4) Peer judgmen{Smith & Eysenck, 2002)Numerous analyses have

been performed with the help of citation analysis. However, the questions pertaining to the
purpose of citation remained unanswered. Is it done to appreciate the cited veockitaque the

cited work? Such questions emerge as a natural corollary, when one ponders about citation
reasons. The discovery of these reasons was initiated by Garfield i(Gag6teld, 1965) in

which he discovered 15 reasons of citatitnasn which some of them are ppying homage to
pioneers 2) Giving credit to related work 3) criticizing the work etc.

Until now, the article(Garfield, 1965) fiCan ci gathieom uit mdnax iemd 6 has
citations in which some authors have analyzed the aforementioned reasi@psh and further
classified these into different other reasons. In 1977, SpRmghg (SpiegelRusing, 1977)
discovered thirteen new reasons of citations. The identification of these reasons diverted the
attention of reearchers towards the reliability of quantitative citation analysis. The researchers
started to critically analyze citation count and stated that the reason of citations must be
considered to assign weight to the particular citation. In 1968, Z{@iaman, 1968) criticized

the usage of pure quantitative citation analysis (citation count), he argued that many citations are

received where author criticizes the cited work and the citations received as a result of criticism
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shouldnot be given significance. In 1978oravcsik and MurugesafMoravcsik & Murugesan,

1975) revealed that 40% of the citations are those which are received due to providing
background knowledge or general acknowledgement;inbreases the doubt further. In 1979,
Garfield andMerton (Garfield & Merton, 1979) critically reviewed the citation count based
approaches and concluded that a high citation countl dmuteceived by generating lauality

work that has received a lot of critiques. The negative citations should not be considered while
counting citations for honoring any individug@onzi & Snyder, 1991)In 2006, Teufel et al
(Teufel, Siddharthan, & Tidhar, 2006prgued that all citations are not of equal importance and
while counting citations of an article all citations should notreatéd equally. In a report
Wilsdon et al.,(Wilsdon, et al., 2015)examinesthe role of citations to assess tteality of
researchthe resultsshowedthat sometime the critiques towards low quality work are large in
number that increases the frequency of its citation and it is considered as high quality work
because fohaving high citation count. Analysis of such sort of findings published in a famous
journal natureexamines the role of citation count in measuring the excellence of any individual
and concludes that quantity prevails over quality, when pure quantittateon analysis is
perfor med. Mor eover pure quantitative citatio
be given more prominen¢Benedictus, Miedema, & Ferguson, 2016)

Now the question crops up that how civas classification can be done automatically? The
reasons of citation by Garfiel(Garfield, 1965) inspired the researchers to discover various

ot her aspects of citing a ©particular wor k,
automatically. Duringthat time, citations were manually classified into different reasons by
interviewing the citer, sometime after publication of articleRtecall why he cited the work
(Brooks, 1985) or interview the scholars at the time ofitimg the article that why they are

citing the particular workCase & Higgins, 2000)

In 1979, Finney(Finney, 1979) developed an idea in hanast er 6 s thesi s t !
classification can be done automatically. She designed the system in which she associated cue
words with citation function and used citation location in the classification algorithm. The
critical analysis of this domain reved that in the year 2000, the first fully automated citation
classification technique is proposé@arzone & Mercer, 2000)After this, various researchers
proposed automatic citation classification scheimesising differentfeatures The two major

citation classification features are based on:
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1) In-text citation frequency

2) Cue words

2.1 IN-TEXT CITATION FREQUENCY
The intext citation frequency means the count of all citathgh appear in bodgf the paper.

The example in figure-2 can demonstrate the concept in a better way.

“Omne of the best-lmown of these studies (Moravesik & Muwrugesan, 1973) divides citations in
rurming text into four dimensions” ... ... (Bonzi, 19582) has adopted the approach of (Moravesik &

Murugesan, 1973) "

Figure 2-1 In-text Citation Example

In the figure 21, t(hMorfavcsi k and addpearadgwcs sorits-textlclafioh ) 0

count will be counted by counting how many times it will be found in body of the paper.

In 2011, Shahict al.,(Shahid, Afzal, & Qadir, 2011klaimed that if intext citation frequengc

is more than $hen the citing and cited article have strong relevance. Similarly, Hou @i@l,

Li, & Niu, 2011), proposed a scheme in which they claimed that if reference found more than 10
times in body of the paper it holds strong relevance between citing and cited artaitatidm
classification community, many researchers have uséekircitation count ofvhole article or
in-text citation count in a specific location in the paper or by combining both of these
(Valenzuela, Ha, & Etzioni, 2015)

2.2CUE WORDS/PHRASES

In 1992, MyergMyers C. R., 190), analyzed 50 articles frommolecular genetics and reported

that some phrases or words can provide cue about belonging to the particular reasons of citations.
For example(Swales, 199Q)stated that cue phrases liket o0 our knowl edged or
ar e aeemonstratehe gap in cited researchimilar Cue phrases are used(BPyice, 1981)

to summarize text. In citation classification community, many researchers have used cue phrases
that appear in body of the pap@reufel, Siddharthan, & Tidhar, 20008y appear in citation

context(Valenzuela, Ha, & Etzioni, 2015)
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In 1975, Moravcisk and Murugesdnhloravcsik & Murugesan, 1975argued that all citations

are not equal and studied some articles to identify few citation reasons. They divided the
citations into four categories. (1poceptual or operational (i.e., used just to describe a theory or

used for technical purposg)) organic or perfunctory (i.e., Citing work is based on cited work or

citing work is alternative of cited work) (8volutionary or juxtaposition (i.e., it is compulsory to

read the cited work to understand the work is cited just for giving background knowledge) and

(4) confirmative or negational (i.e., the citation is correct or not). In this analysis it is also
consdered that a citation can belong to more than one category. The dataset used for the study is
based on 30 articles having 702 citations, which are selected randomly from Physical Review
Spanning and published during the period of 1968 to 1972. Thesre$uhie study revealed

that 40% citations belong to the perfunctory category. According to them, the results of this
study increased suspicion on citation count approach.

Cubi n an {Chldio & Maitra.p1975)adoptedMor avci sk and Muugesandid
the slight amendment s. For exampl e, t hey | e
Moravci sk and Muugesanbés approach due to cons
The dataset which is used for analysidbased on 44 articles having highergy physics the

subject of their research. The articles are taken from four journal Physical Review Letters,
Physics Letters, Physical review and nuclear physics published between 1968 and 1969. The
upshot of this stdy revealed that only 5% citations are from perfunctory category.

Ina SpiegelRosing (SpiegelRusing, 1977)categorized the citations into 13 categories which

are sub categories of nci tdatdsetsusedforamlysiss bgsenls i t i
on 66 articles belonging from different disciplines. The dataset is selected from different Science
Studies volumes. The outcome of the study disclosed that among all the categories, the category
Asubstantianti ngr aastasemmpti on made or point.i
popular because 80% of the articles are from this category.

Oppenheim and Renf©Oppenheim & Renn., 1978kchnique is slightly different in the terms

thatthey analyzed why old papers are still being cited. For this purpose they analyzed 978 cited
articles belonging to physics and chemistry discipline. They categorized the reasons of old
papers citations into seven categories (1) Background knowledgeaf®raing points from

results (3) Specific usage of information (4) Comparisons (5) Usage of theoretical equation (6)

Usage of practical methods to solve the problem (7) Criticizing the cited work. The study
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revealed that 40% of old papers are being giistito provide background knowledge.

Frost (Frost, 1979) proposed a technique to determine whether the work is cited because of
some remarks or the citing work agrees/disagrees to the cited work in the field of humanities.
For this, they classified citations into two broad categories (a) Documentation ofypsiouaces

and (b) Documentation of secondary sources. In each of the broad categoriesxigtarany

sub categories like a.I'o support an opinion or factual statement on the specific literary
author(s) or work(s) discussed in the citing work; a.2sijmport an opinion outside the central
topic of the citing work; or a.3. To support a factual statement outsidestitialctopic of the

citing work or b.1. Independent of approval or disapproval of the citing author.b.2. To
acknowledge the pioneering vkoof other scholars; b.3. To indicate the state of pressetarch,

a range of opinioner prevailing views on a topic. The results of the study revealed that most of
the citation belongs to b.2 category.

In 1979, Finney(Finney, 199), initiated an idea that citations classification can be done
automatically. For this purpose, she classified citations into 7 categories, (1) Background
knowledge (2) Tentative references (3) Methodological references (4) Conformational references
(5) Negational references (6) Interpretational references (7) Future research refebeces.
associated cue words and citation location with citation function. Accordir{Gdaeone &
Mercer, 2000Xhe (Finney, 1979)approach does not cover all aspects of being cited. In 1982,
Bonzi (Bonzi, 1982) explored theparametersghat can be promising to find relevance between
cited and citing article. Total of 13 parameters explored, that includes, ($purce of citation

(2) date of citation cited and citing works (3) author-séktion (4) journal seititation (5) type

of journal (6) date of publication (7) sex of author (8) type of article (9) length of article (10)
Number of citations (11) Number of citations in footnote (12) multiple mention of citations (13)
placement of citation in text. For experimentation, they chose 31 articles having 500 citations
and published in 19 different journals belonging to the libamg information science. The
results of the study revealed that source of cited work, source of citing work, number of times a
work is cited in text, and type of citing article hold the potential to determine relevance between
citing and cited article.

In 1999, Nanba and Okumur@anba & Okumura, 1999)classified citations into three
classifications (1) Adopting cited work (2) providing background knowledge (3) Other than these

two categories. According to citation classafion community Nanba and Okumuffdanba &
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Okumura, 1999)stripped citation classification scheme of Garfigi&harfield E. , Can citation
indexing be automated, 19659)his classification is donkey summarizing the articles based on

Cue phrases found around citation context.

The first automatic cdtion indexing scheme (CiteSges proposed by Giles, Bollacker, and
Lawrence(Giles, Bollacker, & Lawrence, 1998Jhe Citeseer is a digital library and a search
engine that focuses on the articles belong to computer science and information science. It crawls
and harvests those documents which are freely available. This system provides the facility to
automatically link thedocuments with their cited documernt$ie Garzone & Merc€Garzone &

Mercer, 2000)adopted this idea by enhancing the number of categori¢Sirmiey, 1979)n

2000, the pioneer approach towards yfulutomatic citation classification is proposed by
Garzone and MercdGarzone & Mercer, 2000 his system takes an article as input along with

the set of citations and then produces suitable category to the citations. afio® @ategories

are negational, affirmational, assumptive, tentative, methodologicainterpretational/
developmental, future research, use of conceptual, contremtideeader alerThese categories

are further sub divided into 35 categories. The classification of citations is done by building a
grammar of 195 lexical matching rules and 14 parsing rules relying on the cue words and section
location of the citation. The technique mplemented by using 11 physics and 9 biochemistry
articles. Out of which, 8 physics and 3 biochemistry articles are used for designing and 3 physics
and 6 biochemistry articles are used for testing. The results are classified into three categories,
(1) conpletely right (2) partially ight and (3) completely wrong.h& system achieved good
results on seen articles and avereggilts on unseen articlesoWever, in literature the results

of this approactare contradictory because of having less number esrahd large number of
categories which can conflict each other. Citation classification community focused on proposing
different citation classification schemes by enhancing the number of features or parameters and
considering only those classes whichiarportant.

Pham and HoffmafPham & Hoffmann, 2003feveloped a rukased knowledge system based

on cue phrases to classify citations. They classified citations into four catedgriessic 2)

suppot 3) limitation 4) conparison. he rulebased knowledge system is aeafrom 482 citation
context. This classification is done by makin
by using cue phrases found around citation context. RDR is same as decision trees. Total 482

citation context are used from which 150 are used for testing. They compared their results with
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(Nanba & Okumura, 1999and it is found that their system outperformed. The system achieved
95.2% accuracy. However, similar tNanba & Okumura, 1999)citation classification
community argues that they stripped citation classification schef@adield, 1965)

Teufel et al.(Teufel, Siddharthan, & Tidhar, 20Q@)ropod supervised learning approach for

citation classification, in which they differentiated between citation categories on the basis of
linguistic rules. Their classification scheme is adoptio(SpiegelRusing, 1977)schemeThey
categorized citations into four categoried) neutral (2) weakness (Jomparisons (4)
compatibility. These categories are further dividatb 11 categories. They annotated 26 articles

having 548 citations. They built 892 linguistic cue phrases and used them to classify citations
into the particular category. This system was trained on 90% dataset and tested on 10% dataset.
This classificabn scheme achieved 0./ measure The results revealed that 65% of the
citations belong to the neutral category.

Shahid et al.,(Shahid, Afzal, & Qadir, 201]1)proposed a technique in which semantic
relationship between citednd citing paper is determined with the help oftart citation

frequency. They claimed that if-bext citation frequency is more than 5 five times in the citing

paper then cited paparesemantically related to the citing paper. The dataset whigked for
experiments is extracted from J.U.C.S. Total 16404 pegierence pairs are examined. The

results of the study revealed that if citation pairs having citation frequency more than 5, they
have strong semantic relationship.

Similar to Shahid eal, (Shahid, Afzal, & Qadir, 2011 gapproachHou et al.,(Hou, Li, & Niu,

2011) introduced an idea to count the frequency of citation within text of the paper. They
claimed that high frequency oftation appearing within text of the paper has potential of being
influenti al citation. They analyzed 651 artic
Mol ecul ar Biologyd6é and 6060Genetics & memredity
the basisof Closely Related References e A CRRs 0) and Least Rel a
ALRRsO) . CRRs are those which appear 10 or m
those which appear less than 10 times in body of the paper. The resutsufdy revealed that

CRRs are found more frequently in texts of the articles than LRRs.

Agarwal et al. (Agarwal, Choubey, & Yu, 2010xlassifiedcitations into eight categories: (1)
background/prfunctory (2)contemporary (3) contrastoflict (4) evaluation (5) explanation of

results (6) material/method (7) modality (8) similarityisistency. fiey used 43 open access

24



articles in the field of biondical science for experimentshdse articles are annotateg the

authors of papers themselv@$e annotation is done on the basis of cue phrases found within
citation context and the sentence appears before and after the citation context.-pheases

are picked by the annotators. Total 2977 annotations ame fflom 1710 sentences. The
classification is done by wusing Support Vect
Based (the AMNBO) based mo d-etasurescofebf@.76sy st em ac
In literature, researchers have proposed differestinigues to assign weight to the citations.
Citations are assigned on the basis @ihg di ffer
2011) In 2012,Balaban(Balaban, 2012)presented a technique in which author claimed that
citations done by the eminent authors should be given more weight and further claimed the paper
bel onging to | ow impact factor journal i's cit

that the @ed article is of high importance.

In 2011, Dong and Sch”afébong & Schafer, 2011 )classified citation into three categories
positive, Negative and Neutral believing in the fact that large number of categories cart conflic
each other. For this purpose they expanded the organic/perfunctory cate{doraicsik &
Murugesan, 1975nto four dimensions (1) background (2) fundamental idea (3) technical basis
and (4) comparison. They experimented DFKI dataset of 120 articles having 1768 annotated
citations from which 190 are annotated as positive, 57 as negative and 1521 as neutral. The
features include Cuphrases, iftext citation count and syntactical features. The technique
achieved=measue scoreof 0.66.

In 2012, Jochim and Schutzéochim & Schitze, 2012¢lassified the citations to determine the
polarity (negative or positive) of citations. The basic idea is to demonstrate whether citing paper
has taken aidea from cited paper, whether it demonstrates the correction or fault of cited paper,
whether the cited work is fundamental or is a perfunctory, or whether the citing paper has
adopted an idea from cited paper or represent an alternative scheme tedipajgdr. They have
collected 2008 citations from ACL anthology. From these 2008 citations, 1836 are annotated as
positive and 172 are annotated as negative. This classification is done with the help of citation
contexts having length of one, two and thseatences. From these sentences the four features
are extracted unigrams, sentence location, vievrdl linguistic features and comparatives. The
results of the study revealed that accuracy increases where the context length is greater than one.

The bestesults are achieved for dimension 1 hawAgeasurescoreof 68.2.
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In 2012, Liakata et al.(Liakata, Saha, Dobnik, Batchelor, & Rebh&zhuhmann, 2012)

i mpl emented a system to automatically <c¢classif
article. The CoreSCs includ€l) hypothesis (2) motivation (3) goal (4) object (5) background

(6) method (7) experiment (8) model (9) observation (10) result (ahyl conclusion.For
experiments 265 full articles belonging to the field of biochemistry and chemistry are examined.
The features are based on full article context; these include unigrams, section location, lexicon
and syntax of document. The classifioatis done by using SVM and CRF Classifier. The
system achieved highestmeasurescore of 76% for experiment CoreSCs.

In 2013, Meyers(Meyers, 2013) classified citation into two categories, Corroborate and
Contrast. Corrobmte using rate category demonstrates citing work is using the same approach
used in cited work, contrast means different approach or opinion. The experiment is performed
on 20 PubMed articles. The classification is done by using Random Forest ClaBsdisystem
achieved 67%Recall for Contrast category and 83% for Corroborate category. However, in
literature it is found that the results should be proven on large corpus.

In 2013, Li et al.(Li, He, Meyers, & Grishman, 2018)assified citations into three categories:

(1) Positive (2) Neutral and (3) Negative. These three categories are further divided into 12
categories. The dataset used for experiment is taken from PubMed based on 91 annotated articles
having 6,355 citatiominstances. The classification is done by using egeam terms in citation

context. The system achievBdneasurescoreof 0.67.

In 2013,Abu-Jbara and Rade\Abu-Jbara & Radev, 2011glassifiedthe citations to determine

the polarity of citation. They generated BoW (Bag of Words) by using subjectivity, speculation,
and various others similar cue words to determine polarity. For generating BoW, the dataset is
taken from ACL having 30 papers having 3,500 citations. Theifitat®n is done by using

SVM classifier. The system achievEdneasurescore of 0.58.

In 2013, Ciancarini et a{Ciancarini, lorio, Nuzzolese, Peroni, & Vitali, 2013)lassified

citations into 13 categories. The categefigclude (1) agrees with (2) cites (3) cites as author (4)
cites as authority (5) cites a data source (6) cites as evidence (7) cites as metadata document (8)
cites as potential solution (9) cites as recommended reading (10) cites as related confirms (11)
corrects (12) critiques (13) derides. The citation is done by using cue phrases generated from
citation context. However, they did not report results of their experiments as they stated their

work was preliminary in naturén the present century, theatiton classification community the
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researchers started to focus on merging different reasons into two categories (1) important and
(2) nonimportant, as the importance of citation is more important to make citation count
approach a reliable via countinglpthose citations which are important.
Zhu at al.(Zhu, Turney, Lemire, & Vellino, 2015¢lassified the citations into two categories

1) Influential

2) Nortrinfluential

This classification is done by using these five features(dgxh count based (2) Similarity
based (3) Context based (4) Positmsed and (5) Miscellaneous. The idea behind the technique
is to identify those references which have an academic influentee citing paper. By the
means of influential here is a reference from which the idea, problem, method, experiment is
adopted. The term influential has been used firstNlayin (Narin, 1976)where they found
academic inflence of journal. The dataset used for experiments is taken from ACL anthology.
They performed experiments on papeference pairs. Total 3143 papeference pairs are
formed from 100 papers. The pairs are annotated by the authors of papers themselves. Th
classification is done by using SVM classifier. The final results revealed thextircitation

count feature outclassed other features withPiteeision0.35.

Valenzuela et al. (Valenzuela, Ha, & Etzioni, 2015)proposed a novel approach for
identification important and neimportant citations. According to them, it is the first approach
which focused on the problem of important citations identification. Thegifiks citations into

two categories: (1) Importanhd (2) IncidentalTotal of 465 papecitations pairs are taken from
ACL anthology. These pairs are annotated as important arthpantant. The annotated data is
publicly available for experimentation. The pairs are mapped into importarit@mamportart

class by using 12 features. The featunetude (1) total number of direct citations (2) number of
direct citations per section (3) total number of indirect citations and number of indirect citations
per section (4) author overlap (5) being helpfuldi@tion appears in table or caption (7) number

of references (8) number of paper citations / all citations (9) similarity between abstracts (10)
page rank (11) number of total citing papers after trang(fi2¢ field of the cited paper. These
featuresare trained on SVMind Random Forest classifierh& achievedr-measurescoreof the
approach is 0.65. @ of all features, the itext citation count feature outperformed with
Precision0.37.
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2.3CRITICAL ANALYSIS

After the comprehensive analysis of tetaf the art approaches in the field, we found that
techniques for citation classification are based on Cue phrases-#&d bitation count. The

brief overview of these tedmues is described in Tablel2below along with their results and

limitations
Table 2-1 Critical Analysis of State of the art approaches
Authors Feature Results Limitations
(Nanba & Okumura, | Cue phrases Precision= 0.76 1 Cue words
1999) need to be
defined
manually
which is time
consuming
(Garzone & Mercer, | Cue phrases Good results on see€ 1 Set of cue
2000) articles and averag words need tc
results on unsee be defined
articles manually

which is time
consuming

91 Defining
linguistic rules
require expert
human
knowledge

1 The defined
categories art
so large in
number  thal

they can
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conflict  with

each other

(Valenzuela, Ha, &| In-text citation couni In-text citation count 1 Ignores the
Etzioni, 2015) basedeatures feature outperforme important cue
with Precisior 0.37 phrases
Overall immediately
Precisiorr0.65 before ang
after the
citation
context
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before and
after the
citation

context

In Table 2-1, it can be seen that all reviewed approaches are content dependent. In a recent
citation classification approach lfyalenzuela, Ha, & Etzioni, Identifying Meaningful Citations,
2015)and (zZhu, Turney, Lemire, & Vellino, 2015)the Intext citation frequency based feature
performed well as compared to other featuredext Citation Frequency approackaimsthatif

the frequency of itext citation in citing paper is 5 or more times, tlogimg and cited papers

are relevant to each other and if the frequency is less than 5 then papers are not relevant to each
other(Shahid, Afzal, & Qadir, 2011But this is not always teuas described in example below

2.3.1In-text Citation L imitation

a. High Frequency but Low Relevance
Contemplate two papers X and Y. @Qnaaedthesothei Ci t i n

is ACaperdd (PapeB). Y, see figure 2

Case study in applying ontelogies to augment and reason about the correctness of
specifications
Abstract - In this paper we investigate how saftware specifications can benegfit fram the
presence of formal ontologies to augment and enrich their context. This makes it possible to
verify the correctness of the specification with respect to formally represented domain
fmowledge. We present Authors meta-interpretation technique that allows us to perform checks
for conceptual ervor occurrences in specifications. We illustrate this approach through Authors
case study: we aqugmented an existing formal specification presented by Lugi & Cooke with
Authors farmal ontelogy produced by the Information Sciences Institute at USC, the AIRCRAFT
ontology. In addition, we explore how we can build and use application specific ontological

constraints to detect conceptual errors n specifications.

Figure 2-2 PAPER X
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How to combine nonmonotonic logic and rapid prototyping fo help maintain software
Abstract -In this paper explores the possibility of automated support for detecting
inconsisterncies in software systems and requirements. The inconsisterncies are introduced when
the ernmvirarmment of the software system changes. We refer to the software enviromment as its
context. We review the recent research progress on nowmonotonic logics, pointing out the
significance aof these results to software maintenarnce. We explain how Authors practical
implementation of such logics can be obtained via Authors simple extension to logic
Drogramming in the_form aof an answer procedure that realizes the Extended Logic Semantics (7]
Jfor nonmonotonic logic programs that have Authors unigue answer set (Which is Authors large
and usefidl class aof logic programs). We augment the existing automated capabilities af the
Camputer-Aided Prototyping System (CAPS) for rapid prototyping via the extension to logic
DProgramming fo provide an improved automated capability _for detecting certain kinds aof
inconsistericies created by implicit regquirements changes. We illustrate the significance of this

capability via an evample prototype _for Authors problem originally suggested by Lehman.

Figure 2-3 PAPER Y

The information aboutdth papers is presented in tlable 22 below. The paper X cites 10

times paper Y. Having gone through the content of both articles, it is analyzed that the papers are
not relatedo each otherThe claim of intext citaton frequency fails here which postulates that

the citing paper and cited paper are related if the frequency-@incitation in citing paper is 5

or higher(Shahid, Afzal, & Qadir, 2011)On the contrary, if we scrutiniztie metadata of both
papers, it can be seen thappaX and Ydo not share any similarity between titles and authors

Table 22 The paper X cites 10 times paper Y

Paper X Paper Y

Title: case study in applying ontologies t{  Title: How to Combine Nonmonotonic

augment and reason about the correctneg Logic and Rapid Prototyping to Help

of specifications Maintain Software
Authors: Yannis Kalfoglou, David Authors: Lugi, Daniel Cooke
Robertson
Keywords: Not found Keywords Not found

b. Low Frequency, High Relevance

Contempl ate two paperPapArandPBpe@naddthestieed Cif i Qo
i's NCaperdd (Papeb. B, see figure 2
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PAPER A: Measuring Semantic Similarity berween Biomedical Concepts within Multiple Onrologies
Abstract—Most of the intelligent knowledge-based applications contain components for measuring
semantic similarity between terms. Many of the existing semantic similarity measures that use ontology
structure as their primary sowrce cannot measure semantic similarity between terms and concepts using
multiple ontologies. This research explores Authors new way to measure semaniic similarity between
biomedical concepts using multiple ontologies. We propose Authors new ontology-structure-based
technigue for measuring semantic similarity in single ontology and across multiple ontologies in the
biomedical domain within the framework of Unified Medical Language System (UMLS). The proposed
measure is based on three featwres: (1) cross-modified path length between two concepis; (2) Authors
new feature af common specificity of concepts in the ontology; and (3) local granularity of ontology
clusters. The proposed technigue was evaluated relative to human similarity scores and compared with
other existing measwres using two terminologies within UMLS framework: Medical Subject Headings and
Systemized Nomenclature of Medicine Clinical Term. The experimental results validate the efficiency of

the proposed technigue in single and multiple ontologies, and demonsirate that our proposed measure

achieves the best results of correlation with human scores in all experiments

Figure 2-4 PAPER A

PAPER B: An approach for measuring semantic similarity between words using multiple
information sources
Abstract -Semantic similarity between words is becoming Authors generic problem for marny
applications of computational linguistics and artificial intelligence. This paper exploras the
determination of semantic similarity by Authors number of information sources, which consist of

structural semantic information from Authors lexical taxonomy and mformation content from

Authors corpus. To investigate how nformation sources could be used effectively, variety of

strategias for using various possible information sources are implemented. A new measure is
then praposed which combines information sources nonlinearly. Experimental evaluation
against Authors benchmark set of human similavity ratings demonstrates that the proposed

measure significantly outperforms traditional similarity measures

Figure 2-5 PAPER B

Theinformation about both papers is presented in thdeT2B below. The Paper A citdzaper

B only once. After scrutinizing content of both articles, it is analyzed that the papers are strongly
related to each othefhe claim of intext citation frequency approach fails here which envisions
that the Citing Paper and Cited Paper are rate@ if the frequency of #ext citation in Citing

Paper is less than (mhahid, Afzal, & Qadir, 2011Gonversely, if we analyze the metadata of

both papers, it can be seen that Paper A and B share the similarity between titles, authors and
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keywords.
Table 2-3 The Paper A cites paper B only one time

Paper A Paper B
Title: Measuring Semantic Similarity Title: An Approach foriMeasuring
BetweenBiomedical Concepts Within Semantic Similarity betweenWords
Multiple Ontologies Using Multiple Information Sources
Author: Hisham AlMubaid Authors: Yuhua Li, Zuhair A. Bandar, an
David McLean
Keywords: Biomedical information Keywords: Semantic similaritylexical
retrieval, biomedical ontology, biomedic4 database, information content, corpus
terminology,Semantic gnilarity, Unified statistics
Medical Languag&ystem (UMLS).

The illustrations above narrate that how thateixt citation frequency does not perform well all

the time. Moreover, to get the-taxt citation count, it is paramount to go through content the
paper and most of the time content is not freely availalernals of all major publishers like
IEEE, ACM, Springer, Elsevier and 10S do not provide open access to their aftiobes. are
financial, legal and technical barriers hampeacgess to content of the paper. Alternatively,
various kinds of useful matlata associated with research papers such as title, keywords, authors,

categories, references etc. are freely available.
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Chapter 3

PROPOSED METHODOLOGY

The comprehensive analysis of stafeart approaches in previous chapter depicts that in citation
classification community researchers have proposed useful techniques to classify citations. As
per our knowledge, no classification scheme exists that relies fully on freely available metadata.
Our technique focuses on binary classification via superviseshine learning: Given an article,
classify its ciations as eitheimportantor norrimportant by exploitingheir metadataln this
chapter the detailed methodology to tackle the problem of important citations identification is
described. The figure 3i% a graphical representation of whole proposed system. Each chunk of
figure 3.1 is described in detail.
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3.1BENCHMARK DATASETS

To classify citations intamportant and nonimportant categories, there is a need of some
standard dataset. We preferred to use dataliettsal by Valenzuela et alyalenzuela, Ha, &

Etzioni, 2015) by considering different factors(l) This is the benchmark dataset and is
available online for experiments (2) Using same dataset; the comparison of outcomes with their
approach would be more justified. The second dataset is collected and annotated from Capital
University of Science and Technolog@UST) Computer Science faculty members. Being part

of this institution, it would be convenient for us to annotate the cisaod references from

actual authors of the papers, because we think authors are in the best position to label their citing

andci ted wor k. Letds discuss these two dataset ¢

3.1.1Datasetl

This is the benchmark dataset taken by Valenzuela etvalenzuela, Ha, & Etzioni, 201p)

available online for experiments. There are total 465 annotated-qégdeon pairs collected

from Association of Computational and Linguistics (ACL) anthology belonging to the field of
Information Systems. This dataset will be referreddagrom herefter. ACL anthology is a

digital archive of research papers in computer linguistics and a citation network which contains

only those papers and their citations which are publishe@iCL anthology. The figure -2
demonstrates the description of dataset better way. The firstolumn represents the annotator

who annotated these pairs. The dataset is annotated by the two domain experts. The second
column contains the source paper ID of ACL anthology. The third column contains the IDs of
citation paper of@ur ce paper. The fourth column AFol | o

the annotators (i.e. the score of O lonimportantand 1 forimportantpapercitations pairs).

A B C D
Annotator Paper Cited-by Follow-up
A00-1043 C00-2140
A00-1043 P0O2-1057
A97-1011 W09-1118
A97-1011 A00-2017
A97-1011 CO0-2099
A97-1011 W041-1505
A97-1011 P99-1033

G |~ |En (s w
I I I I = I
o O O B = O O

Figure 3-2 Benchmark dataset
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3.1.2Dataset2

Another dataset having 500 papeference/citation pairs is collected from CUST Computer
Science faculty members designated on the positions of associate and assistant professors. We
went to them and askekindly provide us any of your research papeatthas the maximum no.

of citations and referencedWe have collected all the required information of citations and
references from Google scholar. We provided them source paper and list of its all references and
citations with t hefornmtios, tandaasked treem do kiadlytldibel thése i n
references and citations as important, from which source paper has adopted an idea or idea has
been adopted from source pgdeve done a similar work,. We are thankful to them for their co
operation in geerating this gold standard dataset. This dataset will be referrel &sm

hereafter.

3.2METADATA EXTRACTION

After getting the information about citations and referencedlaind d2, the next step is the
extraction of important metadata parameters and their score calculation for supervised machine
learning. Fordl, the metadata parameters are extracted from ACL anthology by using paper ID
provided in benchmark dataset (see figurg.3F2rd2 we have the complete list of citations and
references articles as described above (see section 3.1.2). From all the articles, these metadata
parameters based on their free avdlilgbare manually extracted.

a) Title

b) Authors

c) Abstract

d) Keywords

e) Caegories

f) References

Since, the papers published in ACL anthology
Therefore, the metadata parameterdloére based on title, authors, abstract and references. The
overview of extracted metadata parametergibfand d2 is describedin figure 33 and 34
respectively. However, we were unable to extract few parameters as some papers do not contain
abstract in botldl andd2. In d2, some authors have not assigned keywords or categories to their

papers and so on. Thaetailed stats of availability and successful extraction of metadata
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parameters is reported in chapter 4.

A B C D E

1 Paper ID Title Authors Abstract References

2 ADND-1043 Sentence Feduction for AvHongyan Jing Detecting the linguisticE. Apostolova and M. Tomuro. 2

3 |C00-2140 DiaSumm: Flexible Summat Klaus Zechner Alex W In this paper, we preset Arto Anttila. 1993 How to recogy
4 |A97-1011 A non-projective depende Pasi Tapanainen , Tims We describe a practical A. Berger and H. Pnntz. 1998 Re

3 | AD-2017 A Classification Approack Yair Even-Zohar Dan 1 The eventual goal of a | Hivan Alshawi. 1935, Head auton
6 |C00-200% A Statistical Theory of De: Christer Samuelsson A generative statistical B Artstein and M. Poesio. 2008

7 E12-1072 Eltiphant: Improved Auton Luz Rello Ricardo Baez In pro-drop languages, Chinatsu Aone and Scot W. Bemn:
8 P01-1006 Evaluation tool for mule-ba Catalina Barbu Fuslan In this paper we argue 1 Steven Abney. 1996, Partial pars
9 |PRe-1033 Dependency Parsing with Kemal Oflazer This paper presents a ¢ Steven Abney. 1993, Chunks and
10 | Wiod-1305 Fast, Deep-Linguistic Stati Gerold Schneider Fabic We present and evalua Razvan Bunescu and Raymond I

Figure 3-3 Extracted Metadata Parameters ofd1

A B C D E F G
Sr# Title Authors  Abstract Keywords Categories References
JavaSymphont Muhamma Today, softw: Mot found Not found  Denis Caromel; M.L.: F
Scheduling Jas Muhamma JavaSymphon Not found Mot found  Aleem; M.; Prodan; R.
On the Evalua Muhamma Programming Not found Not foomd  Aleem:; M.; Prodan; R.

Parallelism as Cristian M, We are facing Java,parallel so Not found ~ W. Kim and M. Voss; "
The JavaSymf Muhamma Today, the usi Parallel softwaiNot found ~ NVIDIA GTX490 Specif
A semi-autom Hirsch, Mz Because of th Parallel softwailNot found  Doug Lea. The java.uti
Feedback-Dir¢ Fengguang This paper de Distributed sha D.3 .4 [Softw T. Davis. University of
ProActive Par Dems Carc The Proactive Mot found Not foomd  Marco Aldinucci; Soni

A== N R = TR RS R TR I R

3 =] Sh LA e L a

Figure 3-4 Extracted Metadata Parameters ofd2

3.3TITLES EXTRACTION FROM REFERENCES

Most of the time, the articles that do the similar work are more likely to cite the same articles in
t heir bi bliography. Based on this assumption
paper 0 wi trheftereenmces of -ioferéneedis tug td thepfacptieatthe T h e
reference of source paper wil/l appear in bibl
woul dndét be present i n the source paper bibl
bi bliography odlr. Fai €his tpergbse, Bhe orefererace of source paper from
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bi bliography section of AnCited Byo articles
references matching that reference of a same article is written in a different way in citing and
cited artcle. Cansider the example in figure3® the same article is cited in a different way in

terms of writing authoros name.

+ Almut Silja Hildebrand, Matthias Eck, Stephan Vogel.and Alex Waibel. 2005.
Adaptation of the translation model for statistical machine translation based on

information retrieval. Jn European Association for Machine Translation.

+ Hildebrand, A, S.. Eck. M., Vogel, 5., & Waibel A. 2005. Adaptation of the translation
model for statistical machine translation based on information retrieval. In European
Association _for Machine Trawslation.

Figure 3-5 Difference between Same Reference Patterns

We preferred to match only titles of all referendescause we believe every article holds a
unique title. The titles of references are extracted by applying heuaigtiroach described in
figure 36. To ensure the correction, the extracted titles are verified manually. This heuristic
helped us to extra@9% of the titles. The extraction of remaining 11% titles is done manually

The method of titles extraon is described in example&

Extract the string appears
Locate immediately after
— year — year(year can be along
withany special character.
i.e, " or'))tll the full stop
oocurs

Reference

Figure 3-6 Heuristic Approach to Extract Titles from References

3.4PRE-PROCESSING

There are few parameters that needed to be cleaned (i.e., titles) and st@ramditles,
keywords) for experimentation. The stop words removal and stemming is done on different

par ameters. Letbdbs discuss it step by step.
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3.4.1Stop Words Removal

In English language the words like, is, the, a, which, at, in etc is almost found is multiple
sentences. Therefore, their removal is necessary to get the unique terms from titles. To remove
stop words from titles gfapersthe widely used Onix Text Retrievebolkit Stop Words Listis

utilized.

3.4.2Stemming

In our experiments, the terms of titles and keywords are converted into their root terms via
stemmi ng. For example, a source paper title
thetermii Par al |l el i zingd6, they wouldndét be matched

The stemming is done by using porter stemmer algor{fPonter, 198Q)which converts all the

terms of titles into their root terms. For exdme , Aparall el o, Aparall el
wi || convert into their root term fAparall el 0.
Keywords

3.5TECHNIQUES

3.5.1N-Gram Technique

The idea of using Mram was proposed hyocke(Locke, 1956) where he drew an analogy

between machine translation and cryptography. Till now numerous researchers have used N
grams techniques in different machine learning problems like text summarization, classifying
citations etc(Zhu, Turney, Lemire, & Vellino, 2015)in our experiments, the title similarity

score is calculated by considering unigram, bigram and trigrams terms. Af@mopessing, the

terms of titles are divided into-ifram chunks. The examples below provide a better overview of

title terms conversin into unigram, bigram and trigram. ConsiderthefitS8 e nt ence Reduc
for Automatic T.dxe <Stuenmaed ztwit i lo@ 0 wuct Autontate c o me

Text Summar 4 below shews tha tbthl & unigram terms.

1 http://www.lextek.com/onix/
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Table 3-1 Unigram Terms

Sr# Unigrams

1 Sentenc
2 Reduct
S Automat
4 Text

5 Summar

Similarly, the bigram terms of stened title are shown in tableZ3 and trigams terms are
shown in table 8. The terms are split into unigram, bigran d t r i gr amgrlayousi n
library is R tool.

Table 3-2 Bigram terms

Sr# Bigrams

Sentenc Reduct

Reduct Automat

Automat Text

Al WIN| P

Text Summar

Table 3-3 Trigram terms

Sr# Trigrams

1 Sentenc Reduct Automat
2 Reduct Automat Text

3 Automat Text Summar

3.5.2Synonyms
Usually it is seen that two person use different words to present the same thing, as everyone is

not aware of every word in English vocabulary. Therefore, synonyms dataset is used to get
maximum matching between terms of titles and keywords. In orderitthehe results, terms of

titles are replaced with their synonyms for best results. The synonyms are matching by using
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WordNet library. The table 34 shows the example of word and its synonyms.
Table 34 Word and its synonyns

Word Synonyms ‘

Distributed Dispersed

Spread

Disseminated

Circulated

Scattered

3.5.3Growbag

While doing experiments it is seen that some terms are strongly related to each other but they are
not synonymsf eachother. For example, semantic web and RDF are strongly related to each
other but they are not synonyms of each other. Such relationship can be found by using Growbag
algorithm by Diederich anBalke (Diederich & Balke, 2007)which divides the words into first
order ceoccurrence and second orderagzurrence of more than two million research papers
indexed in DBLP. This algorithm has produced 0.3 million such strong semantic relationship
between words. In this thesis, thestiorder ceoccurrence (strongly related terms) are used to
enrich metadata similarity. Table 3.4 shows the word and its strongly related terms. In order to
enrich the results, the unigram, bigram and trigram terms of titles and terms of keywords are
replaced and matched with their Growbag terms. The following combinations are applied on
titles and keywords to getarimum matching through Growbag

i. Title - Title

il. Title - Growbag

iii. Growbag- Title

iv. Growbag- Growbag
The final score of matched title terms is oh¢al by taking average of all these four
combinations. Since we have stemmed the terms of our title, therefore, all terms in Growbag
dataset are also stemmed for accurate matching. The example of word and its strategly rel

terms is given in table-8.

2 http://wordnet.princeton.edu/
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Table 35 Semantically Related Terms

Word Strongly Related Terms

Semantic web Resource Description
Framework or RDF
Web Ontology Language or
OWL
Extensible Markup Languag
or XML

SPARQL

3.6 SCORE CALCULATION FOR SUPERVISED LEARNING

We want to investigate what ratio of similarity can produce usedsults;therefore, the
similarity between metadata of all pairs is calculated.

Let <S, ¢;j> be a papereference or papaitation pair,
where Sis the " source paper argj is the |"reference or citation ofiS

Let pn be the i parameter is our parameters set and let GS pn) be the value of parameter p
in papercitation/reference pair <3i>.

Suppose thati®ontainsg citations ad references (Sci1) , € ., Gig), €sblting in m values for

pn1 V(S1 Ci1, pT) ’ é v iy CinY [1(1)5
Let P be a set of parameters. P &, {®, p. Pa, Pab Pk, Pe, P}

pu = { List of unigram terms present in titles §f andc;}
po = { List of bigram terms present in titles §fandc;}
p: = { List of trigram terms present in titles 8f andc;}
pa = {List of authors present i andc;}

p« = {List of keywords present i andcij}

pc = {List of categories present & andc;}

pr = {List of titles of references present&andc;}
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m= Total no. of citation papers

3.6.1 Title Similarity Score

The formulas in equations below calculate the score of matchg@rN (i.e., unigram, bigram
and trigram) terms between titles ofieg ard cited papers. The equation 84dlculates the score
between unigram terms of titles for each paptation pair. The equation 3.@alculates the
score between bigraterms of titles and equation 3alculates the score between trigram terms.
The detailed results of all formulas are described in chapter 4.

5"Y r] . B!,-j‘ N -
Fos oo (3.)
S Yally  Bhp Ng S
S . B S
: 3.2
- 5 ; (3:2)
$™Yany . B%p Ny S
o : 3.3
¥al, B, Ny $ (33)
For instance, consider two ti tilSeesmain3d nca nStiint | S
Biomedical Oitologie® . The P1 score between both titles

(Semantic), (Similarity), (Computation), (Biomedical), (Ontologies) | = 2/5. P2 score would be
|(Semantic Similarity)] / (Semantic Siamity), (Similarity Computation), (Similarity
Biomedical), (Biomedical Ontologies) = 1/5. Similarly, P3 score would be 0.

3.6.2Author Overlap Score

It is seen that most of the time author of citing paper extends or adopt an idea from his
previously done wor k. Based on this assumpti c
calculated to find out what ratio of similarity can provide betteuemy in tracingmportant

citations. The author similarity score is calculabgydusing formula in equation 3.Zhe detailed

results are described in chapter 4.

sVl . By Oadln S
I b e 0l (3.4)
S YaNg Bhp 0Qdlg S
For instance considerut hor s of source paper fAM. Muj t aba,

paper QM. Muj t aba, S. Zhudo. The P4 score woul
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3.6.3 Abstract Similarity

The abstract of research article describegther po s e, hints that i1 dea i s
work and briefly demonstrates overall outcome of the article. If high similarity exists between
abstract of research articlabis increases the chances that current work extends the previous
work. Basedn this assumption, the abstract similarity between peifegion pairs is calculated.

The similarity is computed by using cosine similarity tbfdf scores. The cosine similarity
between two terms or documents on the vector space is a measure tHatesathe cosine of

the angle between them. In machine learning, cosine similarity between two documents is
calculated to examine how much the content in two documents is similar. In this thesis, the
similarity is computed by using cosine similarity tbtidf scores of abstract of citing and cited
papers. We are applying cosine similarity because it is preferred over otheritsirmiksaisures

in literature (Valenzuela, Ha, & Etzioni, 2015)The formula to calculate cosirgmilarity is

given in equation 3.5

Cos(q d) j‘“_%: f% \/ a —1q| |‘ . (35}
&l &l

3.6.4 Keywords Similarity

In any research article, keywords depict the domain and description of the paper. The authors of
research articles choose these keywords in the way which becomes easy for readers to get to
know about the domain and flow of the research work. In thisthess he freel y avail
assigned keywords are exploited believing in the fact that similar keywords of citing and cited
articles increase the chances of beingortant papercitation pair. Similar to title similarity

scheme the synonyms and senaapproach is applied here as well to get maximum matching.

The score of keywords is calculated by using formula in eguai6. The detailed resulése

described in chapter 4.

$Yafg . By Oodin $

—_— — 3.6

$™Yalg © BY, Gadig $ (3.6)
For i nstance, consi der web mikimgymachind Earnmd, costentu r c e
similarityd0 a n d keywords of citation paper Amachi

cl assi fi catreleetwéen bothhkeywoRriSwosldcbe 1/5.
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3.6.5Categories Similarity

Similar to keywords, categories of research paper depicts the category of research article from
where it belongs to, which eases to get the idea of research flow or domain. ACM classificat
system is one such system that has defined 13 top level categories in the domain of computer
science. ACM classification technique is adopted globally. Most of research articles publishing
conferences and journals use this categorization system.sitbidivided into various other
categories, as research article can belong to more than one category. The similarity score of
categories is calculated by using formula in equeaB.7. The detailed resulése described in

chapter 4The example of P6 scooemputation is same as of P5.

”_ .; s“YQh(I) . B%p hd) S

~ - 3.7
$Yahg © B, NG $ 3.7)

3.6.6Bibliographically Coupled References

Most of the time, most relevant papers cite same work in their bibliography. So frequently the
references of citing and cited papers are matched, the chance of beimgadtsant paper
citation pair increases. The references title similarity score betpagescalculated by using the

formula in equation 3.8. The detailed results against this formula are explained in chapter 4.

||_ 3:YQV“]'. r( B%p Il:'i S
R TRE Y

(3.8)

For instanceconsiderthere are four same titles in source and citation papers, and there are total

10 and 13 references in source and citation papers respectively, the P7 score would be 4/19.

3.7 METDATA PARAMETERS COMBINATIONS

After score calculation of all metadata parameters, these are combined into different levels to
explore which combinations provide best accuracy. Total 6 combinations of metadata
parameters are explored, where n is the total number of paransid r is the size of
combination (i.e, singlejouble triple etc).In the case of titles, the unigram, bigram and trigrams

are combined individually with other parametekse t 6 s di scuss these | evel
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3.7.1 Single Metadata Parameters

In single metadata parameters, it is analyzed that out of title, authors, abstract, keywords,
categories and references, which metadata parameter has produced the best result.

3.7.2 Double Metadata Parameters

In double metadata parameters, every possiblmbination of two metadata parameters is
examined to analyze which produces the best results. There are total 25 double metadata

parameters combinations areabjzed as described in figurer3

1. Title Unigram + Author 14. Title_Bigram + References
2. Title_Bigram + Author 15. Title_Trigram + References
3. Title_Trigram + Author 16. Authors + Abstract

4. Title_Unigram + Abstract 17. Authors + Keywords

5. Title Bigram+ Abstract 18. Authors + Categories

6. Title Trigram + Abstract 19. Authors + References

7. Title_Unigram + Keywords 20. Abstract + Keywords

8. Title Bigram + Keywords 21. Abstract + Categories

9. Title_Trigram + Keywords 22. Abstract + References

10. Title_Unigram+ Categories 23.Keywords + Categories
11.Title_Bigram+ Categories 24, Keywords + References
12.Title_Trigram+ Categories 25. Categories + References

13.Title_Unigram + References

Figure 3-7 Double Metadata Paameters Combinations

3.7.3 Triple metadata Parameters

In triple metadata parameters, every possible combination of three metadata parameters is
analyzed to determine which produces the best results. There are total 40 triple metadata

parameters combations as described in figure83
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1. Title Unigram + Authors + Abstract 21. Title_Trigram + Abstract + References

2. Title Bigram + Authors + Abstract 22, Title Unigram + Keywords +Categories
3. Title Trigram + Authors + Abstract 23. Title_Bigram + Keywords +Categories
4, Title Unigram + Authors + Keywords 24. Title_Trigram + Keywords +Categories
5. Title_Bigram + Authors + Keywords 25. Title Unigram+Keywords + References
6. Title Trigram + Authors + Keywords 26. Title_Bigram+ Keywords + References
7. Title Unigram + Authors + Categories 27. Title_Trigram+ Keywords + References
§. Title Bigram + Authors + Categories 28. Title_Unigram+Categories+ References
9. Title Trigram + Authors + Categories 29. Title_Bigram + Categories + References
10. Title Unigram + Authors + References 30. Title_Trigram+Categories + References
11. Title Bigram + Authors + References 31. Authors + Abstract + Keywords

12, Title Trigram + Authors + References 32. Authors + Abstract + Categories

13. Title Unigram + Abstract + Keywords 33. Authors + Abstract + References

14. Title Bigram + Abstract + Keywords 34. Abstract + Keywords + Categories

15. Title_Trigram + Abstract + Keywords 35. Abstract + Keywords + References

16. Title Unigram + Abstract + Categories 36. Abstract + Categories + References

17. Title Bigram + Abstract + Categories 37. Keywords + Categories + References
18. Title Trigram + Abstract + Categories 38. Categories + References + Authors

19. Title Unigram + Abstract + References 39. Categories + References + Abstract

20. Title Bigram + Abstract + References 40. Categories + References + Keywords

Figure 3-8 Triple Metadata Parameters Combinations

3.7.4 Quadruple Metadata Parameters

In quadruple metadata parameters, every possible combination of four metadata parameters is
analyzed tadetermine which produces the best resultsere are total 35 quadrugbarameters

combinatiors as described in figure®
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10

11.

12

13.

14.

15,

16.

17.

1a

Title_Unigram+ Authors + Abstract + Keywords
Title_Bigram + Authors + Abstract + Keywords

Title_Trigram + Authors + Abstract + Keywords
Title_Unigram + Authors + Abstract + Categories
Title_Bigram + Authors + Abstract + Categories

Title_Trigram + Authors + Abstract + Categories
Title_Unigram + Authors + Abstract + References
Title_Bigram + Authors + Abstract + References

Title_Trigram + Authors + Abstract + References

Title_Unigram + Abstract + Keywords +
Categories
Title_Bigram + Abstract + Keywords + Categories
Title_Trigram + Abstract + Keywords +
Categories
Title_Unigram + Abstract + Keywords +
References
Title Bigram + Abstract + Keywords +
References
Title_Trigram + Abstract + Keywords +
References
Title_Unigram + Authors + Keywords +

Categories
Title_Bigram + Authors + Keywords + Categories

Title_Trigram + Authors +

Categories

Keywords +

15,

z0.

Z1

ZZ

z3.

24

25,

6,

Z7.

8

Z9.

30.

31

32

33

34,

35,

Title_Unigram + Authors +
References

Keywords +

Title_Bigram + Authors + Keywords + References

Title_Trigram +
References

Authors + Keywords +

Title_Unigram + Authors + Categories +

References
Title Bigram + Authors + Categories +
References
Title_Trigram + Authors + Categories +
References

Title_Unigram + Keywords + Categories +
References

Title_Bigram + Keywords + Categories +
References

Title_Trigram + Keywords + Categories +
References

Categories + References + Title Unigram +
Abstract

Categories + Referemces + Title Bigram +
Abstract

Categories + References + Title_ Trigram +
Abstract

Authors + Abstract + Keywords + Categories
Authors + Abstract + Keywords + References
Authors + Keywords + Categories + References
Abstract + Keywords + Categories + References

Categories + References + Authors + Abstract

Figure 3-9 Quadruple Metadata Parameters Combinations

3.7.5 Quintuple Metadata Parameters

In quintuple parameters, every possible combination of five metadata parameters is analyzed to

obtain which produces best results. There are ti8atjuintuple parameters comhbiions as

described in figure-30.
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Title_Unigram + Authors+ Abstract
+ Keywords + Categories

Abstract + Keywords + Categories +
References + Title_Unigram

Title_Bigram + Authors + Abstract 9. Abstract + Keywords + Categories +
+ Keywords + Categories References + Title_Bigram
Title_Trigram + Authors + Abstract 10. Abstract + Keywords + Categories +
+ Keywords + Categories References + Title_Trigram
Title_Unigram + Authors+ Abstract 11. Keywords + Categories +
+ Keywords + References References + Title_Unigram
+Authors
5. Title_Bigram + Authors + Abstract
+ Keywords + References 12. Keywords + Categories +
References + Title_Bigram
6. Title_Trigram+ Authors + Abstract +Authors

+ Keywords + References

13. Keywords + Categories +
References + Title_Trigram
+Authors

7. Authors + Abstract + Keywords +
Categories + References

Figure 3-10 Quintuple Metadata Parameters Combinations

3.7.6 Hexuple Metadata Parameters Combinations

In hexuple parameters, every possible combination of six metadata parameters is analyzed to
obtain which produces besesult. There are total 3 hextle parametsr combimtions as

described in figure-31.

1. Title_Unigram + Authors + Abstract + Keywords + Categories + References
2. Title_Bigram + Authors + Abstract + Keywords + Categories + References
3. Title_Trigram+ Authors + Abstract + Keywords + Categories + References

Figure 3-11 Hextuple Metadata Parameters Combinations

3.8 CLASSIFIERS

In citation classification community, researchers have classified the citations into different

categories by using different classifiers. Every classifier has its own importance, to classify
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citation intolmportantandNonimportantclasses, we have utiéd (1)The Random Forest (RF)

(2) Support Vector Machine (SVM) and (3) Kernel Logistic Regres3s{@iR} Machine learning
classifiers The reason of using these classifiers is due to their high use in literature where
citations are classified into importaahd norimportant classesThe detailed results against
each classifier are explained in Chapter 4.

3.9 EVALUATION AND COMPARISONS

To evaluate the results of our proposed technique, the standard fornRurkecision Recalland
F-measure is calculated.The formula ofPrecisionRecall and F-measureis demonstrated in

equation 3.9, 3.10 and 3.tdspectively.

vemg ey 7 7 A O0A OEOEOA
E1HH 11352 oeamtm oE 0 049

e L 4 0O0A OEOEOA
N HHH I58x ceesomcaoeoa (10

L v ey o e 0 OA AR GIATAT |

The results of our proposed technique will be compared with the resi¥alehzuela, Ha, &
Etzioni, 2015) as we have used tsame dataset with different proposed parameters.
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Chapter 4

EXPERIMENTS AND RESULTS

In the previous chapter, the comprehensive methodology to solve the existing gap is explained in

detail. This chapter focuses on the results achieved by applying that methodology.

4. 1DATASET COLLECTION

Our experiments are based on two datasets as discusshapter 3. The datasetl, is a based

on Valenzuela et al(Valenzuela, Ha, & Etzioni, 2015)hey have collected and annotated 465
papercitation pairs, from which 14.6% pairs are annotatednagortantand remaning 85.4%

are annotated dson-important While downloading all the pairs, the articles of 33 pairs are not
found on ACL anthology. The experimentation is done on remainingodf@ercitation pairs.

Out of 33 pairs, 11 werbnportantand 22 wereNonimpatant. The amount of remaining 23
pairs is described in Table}4

Table 4-1 Successful Etraction of Articles in d1

CLASS CITATION
Annotated pairs ind1l 465
Whose metadata was available ir 432
ACL
Non-important 375
Important 57

From datasetl2, all the citations and references articles of the source papers are collected from
Google Scholar. However, those references and citations which are other than research articles
for examples, link of websitenk of sometool or book et@re excluded frond2, because these
citations and references do not contain those metadata which is required for our experiments.
The amount of successful extraction of @perreferenceand papercitation pairs is described

in table 42. The experiments are performed on remaining 324 pairs.
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Table 4-2 SuccessfuExtraction of Articles in d2

DATA NO. OF INSTANCES
Paperreferencepairs 298
Papekrcitation pairs 202
References and Citations 158

other than research
articles
Not found 18

4.2METADATA EXTRACTION

The next step is the extraction of metadata parameters from collected source papers, citations and
references. There are two ways to extract these parameters, (1) manual and (2) machine oriented.
We preferred manual extraction method in order to have mawimccurate extraction. For all

the pairs, we have collected titles, authors, abstract, keywords, categories and references as
discussed in previous chapter. However,dh@loes not contain keywords and categories as all
articles found on ACL anthology dmot have these metadata parameters. Therefore, keywords
and categories are not presentdih The amount of successful extraction of other metadata
pamameters is described in table&4

Table 4-3 SuccessfuExtraction of Metadata Parameters n d1

METADATA PARAMETER SUCCESSFUL EXTRACTION
PERCENTAGE
Titles 100%
Authors 100%
Abstract 99.7%
References 100%

Similarly, in table 44 the percentage of extracted metadata parametersiasdescribed.
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Table 4-4 Successful Extraction of Metadata Parameteraid2

METADATA SUCCESSFUL EXTRACTION
PARAMETER PERCENTAGE
Titles 100%
Authors 100%
Abstract 98.7%
Keywords 58.3%
Categories 4.3%
References 93.2%

In d2, all the titles and authors of pairs are extracted successfully, abstract of 3 papers are not
found, only 189 pairs contain the keywords and 322 pairs contain references. In case of
categories, only 14 pairs contain the categories, the conclusion teecefdd not be made on

the basis of such small amount of categories. Hence, the categories parameter has been skipped
from our experiments. However, 3 out of&tegories betwedamportantpapekcitation pairs are

matched and no category matched betwdenimportant papercitation pairs, which hint that
categories can be a useful metadata parameter to idenpfyrtant pairs but still we cannot

demonstrate a generic conclusion based on this small amount.

4.3 PREPROCESSING

After all metadata extractiothere are some parameters that needed to be cleaned such as titles,
and stemmed, such as titles, keywords and Growbag dataset. These two steps are involved in
preprocessing step.
(1) Removal of stop words from tiles using Onix Stop Words Toolkit
(2) Conversionof titles, keywords, synonyms and Growbag terms into their root terms by
using porter stemmer algorith(Rorter, 198Q)

4.4 SYNONYMS AND GROWBAG MATCHING

To get the maximum matching of titles terms (ot and D2), keywords mathing (for D2)

between pairs, the synonyms and Growbag technique is applied as discussed in chapter 3.

3 http://www.lextek.com/onix
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Unfortunately, only 3 synonym terms DAl titles are acquired from WordNet library, therefore
the synonym matching scheme has been skipped from ouriregpés. In case of Growbag
matching scheme, 43% semantically related terms of titlBd.056% semantically related terms
of titles of D2 and 61% semantically related terms of keywordPafare found. Hence, the

Growbag scheme has played vital role in achieving good results.
4.5 TITLES EXTRACTION FROM REFERENCES

In extracted references, 92% references follavslime structure as of figuréb3see chapter 3).
The titles of such referenceseaetrieved by extracting the string appears immediately after the
year appears, till the full stop appears. The remaining 8% references varies in structure, therefore

the titles of those references are manually extracted.
4.6 SCORE CALCULATION

After the preprocessing and splitting terms of titi@so unigram,bigram and trigramall the
extracted metadata parameters (1) Titles (2) Authors (3) Abstract (4) Keywords and (5)
References are ready for experiments. All the proposed formulas described i 8hégse

section 3.6) are applied on these parameters. The resulting score of each formula lies between 0
and 1.

4.7 CLASSIFICATION OF PAIRS

The classification of each pair is done on the basis of scores obtained by applying all the
formulas described irchapter 3. The popular suite of machine learning WEKA (Waikato
Environment for Knowledge Analysis) is utilized for classificat{@arner, 1995)Our features

are the scores achieved against each metadata parameters (sae3sg)ctithese features and
their combinations are manually selected and different machine learning algorithmgplaed ap

in WEKA. In the figures 4 to 45, the classification is done by combining all featured2&nd
applying Random Forest Classifier to give an idea that how classification is done in WEKA.
Since, we have class imbalanced problem as numbesrefnportantor say a negative classes

are greater than positive classes (i.e. 57 vs 378%fand 92 v16for dataset 2)To solve this
problem, the SMOTE (Synthetic Minority Oversampling Technjdueer is applied (see figure

4-3). The SMOTE equalizes the number of positive and negative instances for bette
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classification (see figure-4). After applyng SMOTE, the scores in features are randomly
shuffled by using Randomize filter in WEKA gm@cessing panel (see figuret}l as these both
techniques help in better classificati@@hawla, Bowyer, Hall, & Kegelmeyer, 2002h figure

4-5, classification using all parameten$ d2 and Random Forest classifier is presented. The
same method of classification is applied to evaluate metadata parameters and their combinations.
The detailed evaluation of each feature and their coetibims against different classifiers is

discussed in evaluation step.
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4. 8EVALUATION

The standard formula d¢frecision RecallandF-measuras applied for evaluation. The Random
Forest, SVM and Kernel Logistic Regression Machine learning algorittsing 10fold cross
validationare applied for classification. The reason of using these classifiers is due to their high
usage in literature whereitations are classified intémportant and nonimportant classes
(Valenzuela, Ha, & Etzioni, 2015; Zhu, Turney, Lemire, & Vellino, 20I6) analyze the
contribution of each feature individually and by makitigeir different combinations, we
performed a posghoc analysis, where we evaluated variants of our model containing single to
multiple parameters groupVhile building all possible combinations, we have considered only
metadata of only those pairs whodkeparameters in the combinations are available to avoid
biasnessThe results of top 3 metadata combinations are reported in this section.

4.8.1 Single Metadata Parameters

The classification based on every metadata parameter alone is helpful to draslusiaombout
which parameter has contributed more in achieving the best resultBrdtision RecallandF-
measure scordased on above mentioned three classifiers is calculated and the average
Precision RecallandF-measurescore is obtained by cal@aiing the arithmetic mean of all three
classifiers score. Out of all metadata parameters,Titie Bigram has achieved the highest
average Precision of 0.42 Recall of 0.59 andF-measureof 0.49, thenTitle_Unigram,
Bibliographically Coupled ReferencesTitle Trigram, Authors and Abstract_Similarity
respectively achieved gd results as shown in figure5! In case odd2, the similar results are
achieved in case offitle_Bigram as Title_Bigram parameter ind2 outperformed other
parameters with averadreecisionof 0.54,Recallof 0.53 and=-measureof 0.53, therAuthors,
Title_Unigram, Abstract_SIM, keywords, Title_Trigranad Bibliographically Coupled
Referencegespectively achieved be scores as shown ifigure 46. Similar behavior of
Title_Bigram parameter in both datasets shows tBagram holds a strong potential in
identification ofimportantpapercitation pairs. For botld1l andd2, the Random Forest classifier

has achieved the best PREores among other classifiers.
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d1: Single Parameters
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Figure 4-5 PRF Bar Chart for d1 Single Parameters

d2: Single Parameters
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Figure 4-6 PRF Bar Chart for d2 Single Parameters
4.8.2 Double Metadata Parameters

In double metadata parameters every possible combination of two metadata parameters is
exploited to obtaifPrecision RecallandF-measurescores against three classifiers. In the case of
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dl, then Ti t | e _Bi gr am + Bi bl i o gaombipation outperforynedC o u p |
other combinations with averaggrecisionof 0.52,Recallof 0.57 and~-measureof 0.50. The

second top scored combination ITi t | e Bi gr am and the third wnehi®r s 0
ATi tl e_Unigram + Bi b |siodtersaneshobtaired dgginst@achu p | e d
classifie are demonstrated in figure7 For d2, the combinatiom Ti t | e _Bi gram + A
outperformed other combinations with the aver&gecisionof 0.61, Recall of 0.64 andF-

measure of 0.62. The second top scdre ¢ o mb i nTaitti loen_ Bisg r fa mand the Abst
third oneisi Ti t | e _Uni gr a mhown infigure BbSame aa thé r@sults of single
metadata parameters, the Random Forest classifier has achieved the bssirB&®&Emong other
classifiers. Tie abbreviation of metadagmrameters presented in &jures containdrecision

Recall F-measure and average score are as followd) TU: Title_Unigram (2) TB:
Title_Bigram (3) TT: Title_Bigram(4) A: Authors (5) Ab: Abstract (5) K: Keywords and (6)

BCR: Bibliographically Coupled References

Figure 4-7 PRF Bar Chart for d1 Double Parameters
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